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License Information for Reinforcement Learning (EE-568)

> This work is released under a Creative Commons License with the following terms:
> Attribution

> The licensor permits others to copy, distribute, display, and perform the work. In return, licensees must give the
original authors credit.

> Non-Commercial
> The licensor permits others to copy, distribute, display, and perform the work. In return, licensees may not use the
work for commercial purposes — unless they get the licensor’s permission.
> Share Alike

> The licensor permits others to distribute derivative works only under a license identical to the one that governs the
licensor's work.

> Full Text of the License
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From planning to reinforcement learning

Fundamental Challenge 1

The dynamic programming approaches (VI and Pl) as well as the
linear programming approach all require the full knowledge of the
transition model P and the reward.
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From planning to reinforcement learning

Fundamental Challenge 1

The dynamic programming approaches (VI and Pl) as well as the
linear programming approach all require the full knowledge of the
transition model P and the reward.

=Need sampling approaches
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From planning to reinforcement learning

Fundamental Challenge 1

The dynamic programming approaches (VI and Pl) as well as the
linear programming approach all require the full knowledge of the
transition model P and the reward.

=Need sampling approaches

Fundamental Challenge 2

T

o

The computation and memory cost can be very expensive for large
scale MDP problems.

=Need new representations
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Overview of reinforcement learning approaches

o Value-based RL

Actor > Learn the optimal value functions V*, Q*
Value-based Critic | Policy-based

o Policy-based RL
> Learn the optimal policy 7*

Model-based o Model-based RL

> Learn the model P,r and then do planning
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Model-based vs model-free methods

experience
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Figure: [7]

o Make full use of “experiences” o Direct and simple

o Can reason about model uncertainty o Not affected by poor model estimation

o Sample efficient for easy dynamics o Not sample efficient
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Online vs offline reinforcement learning

Action
) State, Action, Reward
State, Reward ¢

Agent Environment Agent Logged data
Figure: [3]
Online RL Offline/Batch RL
o Collect data by interacting with environment o Use previously collected data
o Exploitation-exploration tradeoff o Data is static, no online data collection
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On-policy vs off-policy reinforcement learning

(a) online reinforcement learning  (b) off-policy reinforcement learning

rollout data {(si, a;,s;,7;) rollout data {(s:, i, s;,7:)}

Figure: [11]
On-policy RL Off-policy RL
o Learn based on data from current policy o Learn based on data from other policies
o Always online o Can be online or offline
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Representation learning

Function approximation

V(s) = Vy(s)
Q(s;a) = Qo(s,a)
m(a

|s) ~ mo(als)

— P(s'|s,a) =~ Pg(s'|s,a)

Figure: http://selfdrivingcars.space/?p=68

Large or continuous state and action spaces
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Value function representations

Linear function approximations

> The value function can be represented linearly

using some known basis functions ¢ as follows:

61
02
Vo(s) = [61(5),-- ., @a(s)] | .
O
> Reproducing kernel Hilbert space (RKHS) [14]

> Neural tangent kernel [6]

Nonlinear Function Approximation
> Fully connected neural networks [10]

> Convolutional neural networks [9]

v

Residual networks [4]
> Recurrent networks [5]
> Self-attention [21]

> Generative adversarial networks [2]

Remarks: o In continuous d dimensional state space linear function approx (LFA) is better then discretizing.

o Discretizing we would end up with a number of states which is exponential in d.

o Using features we will have algorithms that find an almost optimal policy in poly(d)-time.
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The advantage of LFAs

o The improvement is possible because each state is treated independently in the tabular setting.

o Instead, with LFA we can exploit similarities between states.

Figure: Reward function in a continuous grid world example

Example: o Reward in the figure changes smoothly between neighboring states.
o After discretization, the states are independent.

o In contrast, LFA allows to exploit similarities.
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Towards non-linear function approximations

Figure: The ant environment in MuJoCo.

o In some important applications, like robotics, LFA is not expressive enough.
o For instance, in MuJoCo [19], we usually use a 3 layers neural network to parameterize the value function.

o The input is a vector containing position and velocity of the “ant” joints.
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Our first goal: Model-free prediction

Goal:

Estimate V™ (s) or Q7 (s, a) from trajectories 7 = {s0, ao, 70, S0, - - .} collected with a given 7 : S — A(A):

oo
V7™(s):=E Z'ytr(st,at)\so =s,7|, ™)
t=0

where the expectation is taken with respect to the randomness of the environment and the randomness of the
actions due to . We assume that the transition dynamics is not available.
Observations: o Similar to the policy evaluation phase in Policy Iteration.

o But without knowledge of the dynamics!

o We will explain and analyze two methods:

> Temporal Differences (TD).
> Monte Carlo (MC).
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Monte Carlo: the optimization problem

o Let us consider a state distribution p € Ag.

o In MC, this is typically the initial state distribution.

Monte-Carlo optimization problem

We will use the following optimization problem to explain the main ideas in Monte-Carlo approaches:

rnvin L(V) (MC)

where Lyc(V) = % v — V||,2J is a p-weighted norm loss.

Observations: o The gradient is simply VLyc (V) = diag(p)(V — V7).
o The role of the distribution p will be made clearer in the next slides.

o We will apply stochastic gradient descent method to solve this problem.
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Solving the problem via stochastic gradient descent (SGD)
o Ingredients of SGD algorithm:
> the gradient estimate g: = (V (so) — E[G™ (s0)])es, for so ~ p;

> a step-size (i.e., learning rate) n;

> a simple iteration invariant for SGD applied to the MC optimization problem: Vier =V —nge |

Recall: A general SGD bound for convex minimization®

Let us apply SGD to the problem mingcx f(z), where f : X — R is a convex function: z¢+1 = x¢ — n:g(x¢).
We assume that the stochastic gradient g(z) is a random vector such that

> Elg(z)] = Vf(z) for all z € X.

> E[llg(@)||*] <o?forallz € X,

If we use the step-size 7 = 1/(c+/T) (i.e., constant step-size depending on the horizon T'), it holds that

T * 12
. %;f($t) i < % (SGD Bound)

1See EE-556 Math of Data Lecture 6 for further details.
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The Monte Carlo proof roadmap

o We are going to the convergence of the Monte Carlo method with the following steps.

Step 1: Proof that the MC gradient estimate is unbiased, i.e. Eg; = VLyc(V).

Step 2: Proof that the MC gradient estimate has bounded second moment, i.e. E ||g:||? < ﬁ

Step 3: Plug in the convergence bound of SGD for general convex functions.
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Step 1: Establishing an unbiased gradient estimate

o Let us define a (random) vector G™ € RIS! with entries G (s0) = ZZO ~tr(se,ar) with s ~ p, given T.

> GT is unbiased estimator of V™: By the definition of (VV™), we indeed have E[G™ (s0)] = V™ (s0).

> Recall that the expectation is taken with respect to sg ~ p.

v

Let e, € {0, 1}‘5‘ be the vector such that the sth entry equals 1, and is zero, elsewhere.

v

Therefore, for any V', the MC gradient estimate is unbiased g: is an unbiased gradient estimator:

Eagmpl9t] = Baomol(V (50) — B[G™ (s0)])eso]
= Bagmpl(V(50) — V™ (50))esq]
= diag(p)(V — V™)
=vL(V).
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Step 2: Proving a bounded second-order moment for the gradient estimate

o We can prove that g; has bounded second moment, E[||g:||%] < (1717)2 as follows:

Ellge[I*] = E[I(G™ (s0) — V™ (s0))es, [I°]
= (G"(s0) — V™ (s0))*
<t
T (1-9)2

Remark: where the final bound holds because the entries are bounded between 0 and (1 —~)~!

Slide 17/ 40
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Step 3: Applying the known SGD bound
o We proved that g; is unbiased.
o g¢ has bounded second moment, E [||gtH2] < o2 witho = (1 —~)"L

o Therefore, plugging into the general SGD bound (SGD Bound), we obtain the following convergence result.

The guarantee for the SGD algorithm for (MC): "/H»l =V —ng

Plugging into the SGD bound for convex functions with
> 52— 1 _

SRR e L

> p=_1
= SVT

> 20 =Vo, ¥ =VT.

we can obtain the following guarantee for SGD:

T
1 Vo — V|2
— N E[VT -V} < i —2——L. 1
T; I PRy (1)
Remark: The above guarantee also holds true for the average iterate Vp = % 23:1 Vi.
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SGD analysis via strong convexity

o We can achieve a faster rate if the distribution p has full support.

o Indeed, the loss function £(V) is (mins p(s))-strongly convex (recall the Hessian V2L(V) = diag(p)).

> Below, we will assume that (mins p(s)) > 0.

Recall: The strongly convex SGD bound for convex minimization?

Let us apply SGD to the problem min,cx f(x), where f : X — R is a x-strongly convex function:
Tep1 = z¢ — Neg(we).
We assume that the stochastic gradient g(z) is a random vector such that

> Elg(z)] = Vf(x) for all z € X.

> E [Hg(m)\ﬂ <o?forallzeX.

If we use the step-size n: = 1/(xt), then it holds that

o2 log(T)

T
1 *
E ?E flae) = f(@7)| < NGy
t=1

2See EE-556 Math of Data Lecture 6 for further details.
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Plug in to the SGD bound for strongly convex functions

The strongly-convex guarantee for the SGD algorithm for (MC): ’Vtﬂ =V, —ng

Plugging into the SGD bound for strongly convex smooth functions with
1

ﬁ:

we can obtain the following guarantee for SGD:

> 0% = Lo x = min, p(s), and ;=

T

1 logT

= E[|[V™ — Vi|?] < . 2

T E (Il 25 < Tming p(s)(1 = )2 (2)
t=1

By Jensen’s inequality, the above guarantee holds true for the average iterate Vi = % Zthl Vi as well.

Question™: o What happens (mins p(s)) = 0?7 Which setting is better? This is a nuanced question!
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Monte Carlo: The algorithm

Idea: o Estimate V7 (s) by the average of returns following all visits to s.

The Monte Carlo Algorithm [12, 18]

fort=1,...,7 do
Collect an episode 7 = {so, ao, 70, S1, - - - , ST, aT, 7T} generated following 7

for each state s, do

Compute return G™(s¢) = 1¢ + yregp1 + -+ -

Update Viy1(sn) < Vi(sn) +ne(G™(sn) — Vi(sn))
end for

end for

Observations: o This is not the SGD method with the step-size 7 (why?)
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Monte Carlo: The algorithm

Idea: o Estimate V7 (s) by the average of returns following all visits to s.

The Monte Carlo Algorithm [12, 18]

fort=1,...,7 do
Collect an episode 7 = {so, ao, 70, S1, - - - , ST, aT, 7T} generated following 7

for each state s, do

Compute return G™(s¢) = 1¢ + yregp1 + -+ -

Update Vit1(sn) < Vi(sn) +ne(G™ (1) — Vi(sn))
end for

end for

Observations: o This is not the SGD method with the step-size 7: (why?) Due to the second loop!
o Notice that in this implementation the updates G™ are correlated in the second loop.
o The value estimates do not build on the other states even if they may be correlated.
o Learning can be slow when the episodes are long.

o The terminology of episode and trajectories are equivalent in the literature.
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Monte Carlo with linear function approximation (LFA)

o We can parameterize the value function, i.e., Vp = ®6 with § € R4, & € RISI*d,

Monte Carlo optimization problem with LFA

For the case of linear function approximation, we look at the following optimization problem

mein L(0) (MC LFA)

with £(0) = 1 |[V™ — @0]|2.

Observations: o The gradient of the loss in (MC LFA) is VL£(0) = ®Tdiag(p)(®0 — V7).
o Similar to the SGD approach in (MC), we can have an unbiased estimator of the gradient.

SGD with linear function approximation

Let s ~ p and let ¢(s) denote the st row of ®. Then, the SGD updates are as follows
Or41 = 0t — 1t d(s) ((POt)(s) — G™ (s)),

where ¢(s)((®0¢)(s) — G™(s)) is an unbiased gradient estimate (why?) and n; has to be chosen appropriately.
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Monte Carlo analysis

o We can analyze MC with LFA via SGD.
o By using the SGD convergence for convex functions, we obtain the following guarantee.

SGD convergence bound with LFA

Let 6* be the minimizer of the loss function in (MC LFA) and let us assume realizability, i.e., Vg» = V™. Let
us run Monte Carlo for T iterations with step size n = %. Then, it holds that

T

1 e 2+v/dlog T
T;Emvﬁ() @I < T

T . . = T
By Jensen's inequality, the above guarantee holds true for the average iterate Vi = % thl Vo, as well.

Derivation: o The complete proof is in the appendix 13.
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Monte Carlo cannot handle infinite horizon problems

o Unfortunately, we can make an update only after reaching the end of an episode.
> Recall the definition G™(sg) := Zzo yir(st, at).
> All of our unbiased gradient estimators used this quantity.

o If the problem has an infinite horizon, we cannot compute G!

o We need to artificially introduce a finite horizon truncating the trajectories.

o The truncation introduces some bias making the above analysis invalid.

o These problems can be overcome by the temporal difference method that we look at next.
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Temporal difference (TD) learning

o Recall LFA: We parameterize the value function, i.e., Vp(s) = ¢(s)76.

o Recall the Bellman operator: (T™V)(s) = Za m(als) (r(s,a) + ’yZS, P(s’\s,a)V(s’)).
o Recall that V™ is a fixed point of T7: ie., VT =TTV,

Optimization program for TD learning

The TD learning solves the following convex program

min £(0), (TD)
6erd

where the objective £(0) = % [|Ve — T”V9||§oo measures the violation of the fixed-point condition.

o In TD, we consider pso as the limit distribution below (in contrast to MC, where it is the initial distribution):
Poo(8) = t1—1>nolo Pr(st = s].

o We can write the gradient of the loss function (TD) as

VoL (0) = dT(I — T  diag(poo)(I — T™) 6. (TD-GRADIENT)
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Can we find an unbiased estimator, i.e. E[g;] = VoL(0)?

o Challenge: We do not know the transition dynamics P in the model-free setting.
> but we can sample from it!

o The TD-GRADIENT can be numerically computed via the following expression:

VoL(6 Zpoo Vo(s) — Z 7(als)(r(s, a) + VB mp(|s,a) Vo (s)]) | - (VeVo(S) - VES/NP(A@,@[VeVe(S')})
seS acA

=Esnpoo | | Vols) — Z w(als)(r(s, @) + VBy ep(s,a) [Va(s)]) | - (VaVa(s) = 1By ap(.fs.0)[VoVo(s)])
acA

o So to approximate it, we can sample S ~ p, A ~ 7(:|S) and S’ ~ P(:|S, A), and propose the estimator
ge = (Vo (S) = (S, A) = () - (VaVa(S) =¥V Va(S"))
o But this is clearly biased because the expectation does not distribute over products:

Eg/op(.|5,4) Vo (S ) Vo Vo (S")] # Egrup(.1s,4)[Vo(S)]Es wp(.|5,4) [V Ve (S)].
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Controlling the bias: the temporal difference (TD) method

o We will judiciously ignore the second term depending on 6, i.e.,

(Va(S) = (S, A) =1Vo(S")) - (VaVa(S) — 1¥a¥%(T)) ) ,

ge = (Vo(S) = (S, A) = 4Va(S")) - (VaVa($)).

and we define

o This suggestion for g; is an unbiased estimator for the following partial computation of TD-GRADIENT

FO) = pools) [ Vols) = Y wlals) (5, @) + 7B b0 Vo)) | - VoVi(s)

sES acA

= Eanpe | (Va(s) = > m(als)(r(s,@) +7Bgrup( 15,0 [Va(s)])) - VoVa(s)
acA
o Is F(0) a good update direction?

> Yes, it holds that (F(6),0* —0) > (1 —~) |[Vy — Vg« |2

p'

i.e., it is a descent direction (cf., proof in [1]).
> This means that the expected direction of the update forms an acute angle with the vector pointing to 6*.

> In addition, F(0) satisfies ||F'(0)]l2 < 2|V — Vo= ||, (cf., proof in Lemma 4 of [1]).
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A visualization of F(0) and 6* — 0

o Notice that F'(9) is biased but forms an acute angle with 6* — 6.
o The reasor being that we show that their inner product is positive.

o The closer we get to 8*, the less acute the angle can be.
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Analysis of TD

o We consider the following iterative scheme

Orr1 = 0 — e ' (6:). (TD Update)

Finite time bound for TD

Running T updates in (TD Update) with a step-size 7z = ‘11;\/%, we obtain

9d10gT
fZE[nvet—vem S T

where 6* is the minimizer of the loss function in (TD).

Remarks: o It is slightly worse than applying SGD to (MC) but is much easier to implement!

o The proof is in the appendix and simplifies the derivations in [1].
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Temporal difference learning
Idea: o Incrementally estimate V™ (s) by the intermediate return plus estimated return at next state.

o In the linear case, g; = (V(st) —ry — 'yV(st+1))VgV9t (st) and the TD update is

0« 60— Nt gt
TD Learning / TD(0)
fort=1,...,7 do
for each step of an episode 7 = {s0, ao, ro, S1, - . -, ST, a1, r7} following = do

Compute update direction g; = (V(st) — 7 — ’YV(SH-I))VBVBt (st)
Update 6;41 < 0 — 1t g¢

end for
end for

Observations: o Note that above implementation (and practitioners) do not sample from poo!
> [1] proves that you only suffer a small additive bias in the convergence guarantee.
o Similar to MC: learn directly from episodes of experiences without the MDP knowledge.
o Unlike MC: learn from incomplete episodes, and applicable to non-terminating environment.
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Convergence in the misspecified setting: Monte Carlo
o In the misspecified case, we have that ming |26 — V|| , = €approx > 0.
o If €approx = 0 MC and TD converge to the same point.

o Otherwise, MC and TD converges to different points.

A property of the MC solution

For MC, the optimality condition V¢ £(603;-) = 0 implies that
o7 diag(p) @05, = ®T diag(p)V'™,

which implies that 63, is the projection of V'™ in the feature span.

Derivation: o From the stationarity of the solution, we have
VoL (63c) =0
= q)Tdiag(p)(VgKAC -V™ =0
= ¢Tdiag(p) (P03 — V™) =0
Therefore, rearranging the terms gives @Tdiag(p)qbel’{qc = ®Tdiag(p)V™.
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Convergence in the misspecified setting: TD

o For TD, we have that the stationary point 07, satisfies F'(01,) =0, i.e.,
0% = (9T diag(p)®) "1 T diag(p)T™ 0%, .
> the derivation can be found in the next slide.

o Hence, 0% is not directly related to V™ but it is the fixed point of a projected Bellman equation.

o [20] has shown that

1
_ YT < - * _ T .
||V9%D 14 ||p R 263:c = VI,
Remarks: o —2L— is an inflation factor that TD pays w.r.t. the minimum possible approximation error.

V1-~2

o The minimum possible approximation error is achieved by the MC method.
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*Stationarity condition in TD

o In the previous slides, we used the fact

rp = (0T diag(p)®) "1 0T diag(p)T™ @04 ,.

Derivation: o The stationarity condition F(0%) = 0 can be written in vector form, i.e.
o7 diag(p)(I — T™) P4, = 0.
o Then, we just need the following steps:
@7 diag(p)(®07p — T ®07p) = 0
= 0T diag(p)®0%, = T diag(p)T™ 0%,
= 0% = (@7 diag(p)®) "1 @ diag(p) T 6%
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State-Action-Reward-State-Action (SARSA) for Q-value estimation

o In VI or Pl, we often require the evaluation of Q-function to compute the greedy policy or optimal policy.

o How do we estimate Q™7

SARSA optimization problem
The algorithm SARSA solves the following program:

min £(Q) := - IIQ TQl2,
Q
where 7™ is in this case the Bellman operator for @ value functions, that is,

(T™Q)(s,a) =r(s,a) +'yz s'|s,a)m(a’|s)Q(s",a’).

Remarks: o This is essentially the analog of the fixed point the TD loss but for the @Q-function.

o We again use p as the stationary distribution (in contrast to initial distribution).
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SARSA: the algorithm

o If we solve the SARSA program with SGD we obtain the following algorithm.

o SARSA should be understood as the TD method applied to the action-value function.

SARSA [15]
fort=1,...,7T do
for each step of an episode 7 = {so, a0, 0, $1,- - -, ST, ar, rr} following 7 do
Update Q(s¢, at) < Q(st; ar) + ou(re + yQ(se+1, aev1) — Q(se, ar))
end for
end for

o With the same steps presented for the case of TD(0), one can prove convergence of SARSA.
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Using model-free prediction for control

o We can look at MC and TD as approximate policy evaluation routines and use them in policy iteration.

Algorithm: Policy lteration (PI) for solving MDPs

Start with an arbitrary policy guess mg
for each iteration ¢t do

(Step 1: Policy evaluation) Compute V™t:

(Option 1) Iteratively apply policy value iteration, V; <— 7™V, until convergence. (Exact)

(Option 2) Use the closed-form solution: V7™ = (I — vP™)~1R™t (Exact)
(Option 3) Approximate V7™t with Monte Carlo. (Inexact)

(Option 4) Approximate V™ with Temporal Differences. (Inexact)

(Step 2: Policy improvement) Update the current policy m; by the greedy policy

mi4+1(8) = argmax | 7(s,a) + v E (s'|s,a) VTt (s")
acA es
S

end for
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Using model-free prediction for control

o The advantage of Options 3 and 4 is that they do not require knowledge of P.
o The disadvantage is that the value functions computed in these ways are inexact.

How the errors propagate in the Pl analysis?

This question is answered by [13] that gives the bound

Y o) =V ) <0 | =g max [[Vo, ~ v | +0GH).
S —".

1—7)2 1<j<k
SES ( ’Y) ==

evaluation error

Remarks: o The evaluation error can be controlled with the results derived before for MC or DP.

o The Pl with these inexact options is also known as Least Square Policy Iteration [8].
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Control while learning: Q-Learning

o We can use the same idea to estimate directly the optimal action-value function.

Q-Learning [22]
fort=1,...,7 do

for each step of an episode T = {s0, ao, ro, S1, - - -, ST, at, r7} following = do
Update Q(s¢, at) < Q(st, ar) + o (re + v maxpea Q(se41,b) — Q(st, ar))
end for
end for

o In Q-Learning, learning and control phases are not clearly separated.
o Running the notebooks, you will see that the choice of the policy m makes a big difference in practice.

o Actually also in theory but proving it is a bit too advanced for now.
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Summary: Model-free prediction

Methods DP MC TD(0)
Model knowledge Need No need No need
Uses Bellman equation? Yes No Yes

When to perform updates

After next step

After whole episode

After next step

Bias - Unbiased Biased
Variance - Big Small
Reference: [17]
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Wrap Up

o Pl and VI are dynamic programming methods applicable when the transition matrix is known.

o Monte Carlo methods are used to estimate value function when the transition matrix is unknown.
o Monte Carlo methods are an instance of stochastic approximation.

o TD is an application of dynamic programming when the transition matrix is unknown.

o The following week is about Linear Programming for RL!

o Next is Jupiter Notebook #1.
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Supplementary material
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POMDPs

Partial observable Markov decision processes (POMDPs)

> S is the set of all possible states

> A is the set of all possible actions

> P(s']s,a): S x A — S is the transition model

> () is the set of observations: o € €.

> O is a set of conditional observation probabilities: O(o|s’, a).
> r(s,a): S x A — R is the reward function

> u is the initial state distribution: sg ~ u € A(S)

> ~ is the discount factor: v € [0, 1]

MDP vs POMDP: o POMDPs are flexible: We do not have to have perfect information about the states.

o POMDPs are closer to the real world.
Example: see a baby crying but do not know the true state (hungry, sleepy, etc).

o MDPs assume perfect knowledge of the states.
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POMDPs

o When we do not observe the actual states, we construct the so-called belief states vector.

Definition (Belief states)

A belief state vector b; is a distribution over states at time t that estimates the state distribution given the
observation and the action history hy = {00, ao,...,at—1,0¢}, i.e., P(st = s|ht):

bt (s) := P(st = s|ht).

Remarks: o Via the Bayes rule, the belief states must satisfy:
O(ot|st,at—1, ht—1)P(stlar—1,ht—1)
P(otlat—1,hi—1)
O(otlst,ar—1,he—1) 35, Plstlst—1,a-1)P(se—1lhi—1)
B ZSt O(ot|st,at—1,hi—1) Zstﬂ P(stlse—1,ae—1)P(st—1]he—1)

P(St = S‘ht) =

o As a result, we have a recursion for the conditional probability P(s; = s|h¢).

o We will represent this recursion via a “belief operator.”
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The belief operator

o We can concisely represent the recursion on b¢(s) using the belief operator U : A(S) x Q@ x A — A(S):

. . N O(ols’,a) Zses P(s'|s, a)be(s)
be+1(s") = U(be; a,0)(s) = >, 0(ols’,a) Y- P(s']s,a)be(s)”

o The expected (non-stationary) reward now also depends on our current belief state

re(a) = Z r(a, s)be(s).

seS

Remarks:

o We will focus more on MDPs and how to solve them optimally.

o Tools for MDPs translate readily to POMDPs once we have an estimate of b:(s).

IHHEL]  Reinforcement Learning | Prof. Niao He & Prof. Volkan Cevher, niao.he@ethz.ch & volkan.cevher@epfl.ch Slide 9/ 24



Numerical example: Hex World

o Traverse a tile map to reach a goal state
o Each cell in the tile map represents a state; action is a move in any of the 6 directions

o Taking any action in certain cells gives a specified reward and transports to a terminal state

standard hex world straight-line hex world

004455068
b “oe  coooooe
5
e

O
QOO0
€

@

©©©©‘©© ©© Ceeh ] | |

[ B
10 -8

—6 —4 -2 0 2 4 6 8 10

Figure: Top row shows the base problem setup and colors hexes with terminal rewards. Bottom row shows an optimal policy for
each problem and colors the expected value. Arrows indicate the action to take in each state. [7]
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Numerical example: Value iteration
o Initialized with the east-moving policy

EPFL

O Cul® Gu® 0.0 -
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Y oY @ :
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O Ca® Co® Cg® :o:
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Numerical example: Policy iteration

o Initialized with the east-moving policy

o An optimal policy is obtained (the algorithm converges) in four iterations

iteration 1 “‘ “Qéemt&l
¢ ® dten e
989 CoTO DOes

C “ ““@@ ©©“ “

Figure: Policy iteration for Hex World. [7]

@“‘
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Proof for the Monte Carlo case.
Proof.

[0e+1 — 6%11* = 110 — 611 —n(6: — 6*)T () (Va, (5) — G(5)) +n° [16() (Va, (5) — G(s))II?
= 116¢ = 0*11* = n(Va, (s) = Vo= (5)) - (Va, (s) = G(5)) +7° [1$(s) (Va, () — G(s))II?

2 1

Then, taking expectation and using that ||¢(s)(Va, (s) — G(9))]|* < ot
|01 — 0°)%] < E{10r — 0°1°) ~ nEL(Va, () ~ Vor (5)) - Vo, (5) ~ EIG(a)D)] + 255
2
< B0 — 0717] = WBomgBI(Vo, (5) = V()] + s
2
< E[Het - 9*”2} _ UE[”VGt (8) _ VTr(S)”Qp] + (ljiryp

Then, rearranging and dividing by 7.

E[||0: — 0*]1] — E[||0s41 — 0*||] 4"
n (1—7)2

E[||Ve, (s) = V™ (s)II2] <
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Proof for the Monte Carlo case (continued).

Proof.

Summing over ¢ € [T], we obtain

T
- E{llo1 — 6* 1%

| &

U
+——T
(1=9)?

Therefore, choosing n = % and dividing by T'.

T
1 T 2Vd
X:j IV, =V @I} € 7= 7=

’ﬂ

Back to 22
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Proof of Finite Time Bound for TD

Proof.

o For the analysis we restart from the same step we did for the case without variance but we take expectation.
o Recall that g; equals F'(0) plus zero mean noise, i.e. E[g:] = F(0).

o And it holds E||g: — F(0)| < o.
E[||0e+1 — 6*11%] = E[l16: — 6*|I*] — 2Elng{ (6: — 6*)] +1°E[llg¢|*]
< E[||6¢ — 6*[|*] — 2n(L — ME(|[Ve, — Vo= |12] + 47°E[lIVe, — Vo= [12] + n’Elllge — F(6)I°]
< E[l16: — 0*11*] — 2n(1 — VE[|[Ve, — Ve- [I2] + 47°E[[|Ve, — Vo |2] + n°0?
(1 _ 7)2)\2 )\2

< (1— min Ell, — 6* 2 min
< )i g, — %] 4 ~min
t o] 4
(1 =72\, 21, i (1 =X,
<[1= min Elll6; — 6* min 1— min
< ( ; llox — 0% + = .
£=0
t
(1—7)222, 5 1
<([1-———22) E[||61 —6F —_—
( : 103 = 0" 1)+ =3

MGl Reinforcement Learning | Prof. Niao He & Prof. Volkan Cevher, niao.he@ethz.ch & volkan.cevher@epfil.ch Slide 15/ 24 EPFL



Proof of )., independent Finite Time bound.

Proof.

o Restarting from

E[l|0e+1 — 6*11%] < B[ — 6*11%] — 2n(1 — 1)E[||Va, — Ver |I2] + 4n°E[||Va, — Ve [I2] + n°0>

o We set n < 1TT7 and we can rearrange the term as follows

1 * *
E{IVo, — VorI3) < s (Bl = 0*1) = Bll0ess — *IP1) 4+

n(1

E[ll61 — 0*]I°] + "f °

o Finally averaging over t = 1,...,T, we obtain =+ Et LE[lVe, — Vor 2 o<

Setting n = 41&%, we obtain

n(l v)

T
L 4 1 9d
= N E[|Vs, — Ver |I2] € —=E[||61 — 6*|1] + <
Tél [1Vo, = Vo] < —=Ellor — 6"] 21—V — 21— )2 VT
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Numerical example: Random walk

Start
1 0.25
— TD, alpha=0.15
— TD, alpha=0.1
0.8 0.20 - 05
MC, alpha=0.01
MC, alpha=0.02
MC, alpha=0.03
06 015 MC, alpha=0.04
0.4 0.10
— 0 episodes
— 1 episodes
02 —— 10 episodes 005
100 episodes
— true values
0. o.
1 2 3 4 5 20 40 60 80 100
state episodes

Figure: Left: values learned after various number of updates in a single run of TD(0). Right: the root mean-squared (RMS)
error between the value functions learned and the true values. [16]
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Bias-variance trade-off

o MC return is unbiased, but has higher variance since it relies on many random steps

o TD target is biased, but has lower variance since it only relies on the next step

o The MC error can be written as a sum of TD errors:

Gt = V(st) = re41 +7Geg1 — V(st) + 7V (se41) — 7V (st41)
6t + ¥(Geyr — V(se41))

8t + Y041 + ¥ (Gigz — V(si42))

oo

= Z“/kit&c

k=t
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Multiple-step TD learning

Definition (n-step return)

Let T' be the termination time step in a given episode, v € [0, 1].

G = rep1 + 4V (st41) o)

G’f) T4l + Yre+2 + 72V(st+2) (two-step return)

G](tn) = rep1 F a2+ Y rn YV (St4n) (n-step return)
Ggoo) Ter1 ez + -+ e s

Note that G\ = G{*) if t +n > T.
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Multiple-step TD learning

1-step TD co-step TD
and TD(0) 2-step TD  3-step TD n-step TD and Monte Carlo

T
!

O

O+—e—0O+——0
O+——0O—0—0O——0
o——e—D+—e—
o—O+—e—(—e—0O—0—0

O—e
O—e -

Figure: [17]
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Multiple-step TD learning

Multi-step TD learning:
V(st) ¢ V(st) + e (G = V(st))
~—————

n-step TD error

Observations: o Unifies and combines TD(0) and MC: n = 1 recovers TD(0) and n = co recovers MC.
o Trades-off bias and variance.

o However, we need to observe ri41,: - ,ri4n.-

ICLHEL]  Reinforcement Learning | Prof. Niao He & Prof. Volkan Cevher, niao.he@ethz.ch & volkan.cevher@epfl.ch Slide 21/ 24



Numerical example: Longer random walk

Start

RMS error

0.0 0.2 0.4 0.6 0.8 1.0
alpha

Figure: Performance of n-step TD methods as a function of «, for various values of n, on a 19-state random walk task. [16]
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Further extension: TD(\) with eligibility trace

A-return (weighted average of all n-step returns) TD())

G = (1 7>\)Z>\"_1GE")
n=1

TD())

V(se) « V(st) +a |G} = V(st)] O

Figure: [17]
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Further extension: TD(\) with eligibility trace

TD(A)

V(st) < V(st)+a[G}—V(st)]

Observations: o A\ = 0 reduces to TD(0); A = 1 reduces to MC.

o Can be efficiently implemented:

V(s) <+ V(s)+ adet(s)
et(s) YAet—1(s) + L{st = s}

o The term e¢(s) = Zk O’yt k1{s; = s} is called the eligibility trace.

o Converge faster than TD(0) when X is appropriately chosen
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